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Education

• Post-Doctoral Fellow, 1996-9, University of California at Los Angeles. Adviser: Abeer Alwan,
Electrical Engineering. NRSA Title: Factor Analysis of MRI-Derived Articulator Shapes

• Ph.D. Electrical Engineering and Computer Science, August 1996, Massachusetts Institute of
Technology. Adviser: Kenneth N. Stevens. Thesis: Formant and Burst Spectral Measurements with
Quantitative Error Models for Speech Sound Classification

• M.S. Electrical Engineering and Computer Science, June 1989, Massachusetts Institute of
Technology. Adviser: Jae S. Lim. Thesis: Echo Cancellation in the GSM Cellular Network

Appointments

• 2020-present: William L. Everitt Faculty Scholar in Electrical and Computer Engineering,
University of Illinois, Urbana, IL, USA. Full-Time Faculty, Beckman Institute for Advanced
Science and Technology. Affiliated Professor, Coordinated Science Lab. Affiliated Professor,
Graduate Program in Informatics. Affiliated Professor, Department of Computer Science.

• 2016-present: Professor, Informatics, Kyoto College of Graduate Studies in Informatics, Ky-
oto, Japan

• 2022: Visiting Professor, Kyoto University, Kyoto, Japan

• 2011-2020: Professor, Electrical and Computer Engineering, University of Illinois

• 2019: Visiting Professor, Universidad Politécnica de Madrid, Madrid, Spain

• 2014-2018: Research Professor, Advanced Digital Sciences Center, Singapore

• 2011-2015: Visiting Professor, Qatar University, Doha, Qatar

• 2005-2011: Associate Professor, Electrical and Computer Engineering, University of Illinois

• 1999-2005: Assistant Professor, Electrical and Computer Engineering, University of Illinois

• 1996-1999: Post-Doctoral Fellow, University of California at Los Angeles, USA

• 1991-1996: Graduate Research Assistant, Massachusetts Institute of Technology, Cambridge,
MA, USA

• 1989-1990: Engineer, Fujitsu Laboratories Limited, Kawasaki, Japan

• 1988-1989: Engineering Intern, Motorola Corporate Research, Schaumburg, IL, USA

Professional Society Offices and Conference General Management

1. Treasurer, ISCA (International Speech Communication Association, 2013-2021)

2. Liaison, Special Interest Group on Machine Learning (SIGML) of the International Speech Commu-
nication Association (ISCA) (2010-2020)

3. Secretary, Speech Prosody Special Interest Group (SProSIG) of the International Speech Communi-
cation Association (ISCA) (2010-2018)

4. Conference General Chair, Fifth International Conference on Speech Prosody (2010)
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Editorships and Conference Technical Management

1. Senior Area Editor, IEEE Transactions on Audio, Speech and Language, 2018-2023

2. Technical Program Co-Chair, Interspeech 2022

3. Member, Speech and Language Technical Committee (SLTC), IEEE Signal Processing Society
(2011-2017)

4. Associate Editor, J. Acoust. Soc. Am. (2009-2017), Laboratory Phonology (2009-2015), IEEE
Trans. Audio, Speech, and Language (2006-2009), IEEE Signal Processing Letters (2002-2004).

Service to Student Organizations

1. Phi Beta Kappa: University of Illinois chapter Executive Secretary (2006-2017, 2019-present), Schol-
arship Chair (2004-2006)

2. Robocup, University of Illinois advisor, 2020-2021

3. Eta Kappa Nu University of Illinois chapter advisor, 2004-7

Society Memberships

1. Fellow of the International Speech Communication Association (ISCA), for contributions to knowledge-
constrained signal generation, 2023 (Member 2000-present)

2. Fellow of the IEEE, for contributions to speech processing of under-resourced languages, 2020 (Student
Member 1988-1996, Member 1996-2004, Senior Member 2004-2020)

3. Fellow of the Acoustical Society of America, for contributions to vocal tract and speech modeling,
2011 (Student Member 1990-1996, Member 1996-2011)

4. Senior Member, Association for Computing Machinery, 2009 (Member 1999-2009)

Awards

1. Outstanding Reviewer, ICASSP 2023

2. Top 3% of ICASSP 2023 papers, for the paper “Dual-Path Cross-Modal Attention for better Audio-
Visual Speech Extraction,” Zhongweiyang Xu, Xulin Fan, and Mark Hasegawa-Johnson.

3. Second Place, Diagnosing CoVID-19 from Acoustics (DiCOVA) challenge competition, ICASSP 2022

4. Third Place, Diagnosing CoVID-19 from Acoustics (DiCOVA) challenge competition, Interspeech
2021

5. Best Paper Award, IEEE Transactions on Audio Speech and Language 2020, for Po-Sen Huang,
Minje Kim, Mark Hasegawa-Johnson, and Paris Smaragdis, “Joint Optimization of Masks and Deep Re-
current Neural Networks for Monaural Source Separation,” https://ieeexplore.ieee.org/document/

7194774.

6. William L. Everitt Faculty Scholar Award, ECE Department, University of Illinois, 2020-2021

7. University of Illinois List of Teachers Rated “Excellent” by their Students, ten times including
Fall 2019, Spring 2020, Fall 2020, Fall 2021, Fall 2022. https://citl.illinois.edu/citl-101/measurement-
evaluation/teaching-evaluation/teaching-evaluations-(ices)/teachers-ranked-as-excellent

8. Best Student Paper, for the Paper “Adapting ASR for Under-Resourced Languages Using Mis-
matched Transcriptions,” Chunxi Liu, Preethi Jyothi, Hao Tang, Vimal Manohar, Rose Sloan, Tyler
Kekona, Mark Hasegawa-Johnson, Sanjeev Khudanpur, IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP), Shanghai, China, March 2016

9. Starkey Grant for Best Student Paper in the AASP Area, for the Paper “Deep Learning for Monaural
Speech Separation,” Po-Sen Huang, Minje Kim, Mark Hasegawa-Johnson, and Paris Smaragdis, IEEE
International Conference on Acoustics, Speech, and Signal Processing (ICASSP), Florence, Italy, May
4-9, 2014.
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10. Dean’s Award for Excellence in Research, University of Illinois College of Engineering, 2012

11. Best Student Paper for the paper “A Novel Gaussianized Vector Representation for Natural Scene
Categorization,” Xi Zhou, Xiaodan Zhuang, Hao Tang, Mark Hasegawa-Johnson, and Thomas Huang,
International Conference on Pattern Recognition (ICPR), Tampa, USA, Dec. 2008

12. Third Place, Star Challenge Multimedia Information Retrieval Competition, A*STAR 2008

13. First Place, Acoustic Event Recognition competition, 2007 CLEAR (Classification of Events, Activi-
ties and Relationships) Evaluation and Workshop (Stiefelhagen et al., “The CLEAR 2007 Evaluation,”
LNCS 4625:3-34, 2008)

14. Outstanding Advisers List, University of Illinois College of Engineering, April 2006

15. Best Reviewer, Neural Information Processing Systems (NIPS), 2005

16. Honorary Initiate, Alpha Chapter of Eta Kappa Nu (Electrical and Computer Engineering Honor
Society), 2003

17. Frederick V. Hunt Post-Doctoral Research Fellow, Acoustical Society of America, 1996

18. Charles LeGeyt Fortescue Graduate Fellow, IEEE, 1989

19. Eta Kappa Nu, Tau Beta Pi, Sigma Xi, Phi Beta Kappa

Conference and Workshop Keynotes and Invited Talks

1. “Grapheme-to-Phoneme Transduction for Cross-Language ASR,” Workshop on Statistical Language
and Speech Processing, 2021.

2. “Multimodal Distant Supervision,” NIPS workshop on Self-Supervised Learning for Speech and Audio
Processing, 2020

3. “Distant Supervision for Cross-Language Speech Adaptation.” Keynote speech, ASRU 2019 (IEEE
Workshop on Automatic Speech Recognition and Understanding)

4. “Multimedia AI and User Trust,” Invited talk, AI Association of Korea Workshop on Artificial Intel-
ligence and Blockchain, Seoul, 11/2019

5. “Unwritten Languages as a Test Case for the Theory of Phonetic Universals.” Keynote speech, ISCSLP
2018 (International Symposium on Chinese Spoken Language Processing), 11/2018

6. “Prosody in Speech Technology.” Series of four plenary lectures, ISCA Winter School on Speech and
Audio Processing, 2016.

Workshop and Panel Organization Activities

1. Team Member, Jelinek Speech and Language Technology (JSALT) Workshop WS17, “The Speaking
Rosetta Stone - Discovering Grounded Linguistic Units for Languages without Orthography,” Pitts-
burgh, PA, June–August, 2017

2. Team Leader, Jelinek Speech and Language Technology (JSALT) Workshop WS15, “Probabilistic
Transcription Using EEG and Crowdsourcing for Languages with No Native Language Transcribers,”
Seattle, WA, June–August, 2015

3. Panel Organizer, VAC Consortium Working Group on Multimedia Analytics (Adelphi, MD; May
2011)

4. Workshop Co-Chair, SPREI Speech Production Workshop (Urbana, IL; May 2011)

5. Workshop Co-Chair, Illinois Speech Day (Chicago, IL; May 2009, May 2010, May 2011)

6. Workshops Co-Chair, HLT/NAACL 2009

7. Team Member, DARPA/NSF CLSP Summer Research Workshop, Articulatory-Feature Based Speech
Recognition, Baltimore, MD, June–August, 2006

8. Team Leader, DARPA/NSF CLSP Summer Research Workshop, Landmark-Based Speech Recogni-
tion, Baltimore, MD, June–August, 2004
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9. Technical Committee or Conference Reviewer: AAAI; ACL; AISTATS; UIUC Allerton; AP-
SIPA; IEEE ASRU; CBMI; EMNLP; ACL HLT; IEEE ICASSP; IEEE ICC; ICML; ICPR; ICPPIT;
ICPRAM; ISCA Interspeech; LabPhon; MCLC; NAACL; NeurIPS (Voted ‘Best Reviewer:’ 2005,
2020); ISCA/ACL SLPAT; ISCA SLaTE; ISCA SPASR; UIUC SPREI; IEEE SLT

10. Proposal Reviewer: National Science Foundation (NSF), National Institutes of Health (NIH),
Netherlands Organization for Scientific Research (NWO), National Science and Engineering Research
Council of Canada (NSERC), Qatar National Research Fund (QNRF), Springer Academic Publishing

Course Director

1. Multimedia Signal Processing (ECE 417), 2013-present

2. Signal and Image Analysis (ECE 401), 2013-present;

3. Audio Engineering (ECE 403), 2001-2012

Students and Collaborators

• PhD Students (Graduated): Mohamed Kamal Omar (12/2003; IBM), Ken Chen (5/2004; Uni-
versity of Texas MD Anderson, Bioinformatics and Computational Biology), Yanli Zheng (12/2004;
FICO), Bowon Lee (12/2006; Inha University), Bryce Lobdell (5/2009; openbi.com), Lae-Hoon Kim
(8/2010; Qualcomm), Arthur Kantor (10/2010; IBM), Boon Pang Lim (12/2010; Novumind), Xiaodan
Zhuang (5/2011; Apple), Andreas Ehmann (12/2011; Pandora), Jui-Ting Huang (1/2012; Facebook);
Harsh Vardhan Sharma (2/2012; Credit Karma); Sujeeth Bharadwaj (5/2015; Microsoft); Po-Sen
Huang (5/2015; Microsoft); Roger Serwy (5/2017; Enthought); Yang Zhang (5/2017; MIT IBM Watson
AI Laboratory); Mary Pietrowicz (12/2017; IBM); Amit Das (8/2018; Microsoft Research); Xuesong
Yang (8/2018; Kwai AI); Wenda Chen (2019; Intel Labs); Kaizhi Qian (12/2020; MIT IBM Watson
AI Laboratory); Leda Sari (5/2021; Facebook AI Research); Yuchen Fan (5/2022; Meta Reality Labs);
Yuqian Zhou (5/2022; Adobe); Ali Abavisani (5/2022; Bosch); Liming Wang (5/2023; MIT)

• Post-Doctoral Fellows: Jeung-Yoon Choi (2002-4; Yonsei University); Heejin Kim (2006-10; Uni-
versity of Illinois); Kyung-Tae Kim (2008-10; Samsung); Arthur Kantor (2010-11; IBM); Suma Bhat
(2011-4; UIUC); Preethi Jyothi (2013-6; IIT Bombay)

• Visiting Professors and Visiting Scholars: Sung-Suk Kim (Yong-In University; 2002-2003), Sung-
Tae Jung (Wong-Kwang University; 2004-2005), Yanxiang Chen (University of Science and Technology
of China; 2005-6), Zhijian Ou (Tsinghua University; 2014-5), Yanlu Xie (Beijing Language and Culture
University; 2015-6)

• Post-Graduate and Post-Doctoral Advisors: Jae S. Lim (MIT), Kenneth N. Stevens (MIT),
Abeer Alwan (UCLA)

Grants Received

1. Factor Analysis of MRI-Derived Articulator Shapes. NIH Individual National Research Service Award,
1999.

2. PI: Factor Analysis of the Tongue Shapes of Speech. University of Illinois Research Board, 1999-2000.

3. PI: Immersive Headphone-free Virtual Reality Audio. University of Illinois Research Board, 2001-2002.

4. PI: Prosody-Dependent Speech Recognition. University of Illinois Critical Research Initiative, 2002-
2004.

5. PI: CAREER: Landmark-Based Speech Recognition in Music and Speech Backgrounds. NSF IIS 01-
32900, 2002-2007.

6. PI: Acoustic Features for Phoneme Recognition. Phonetact Incorporated, 2002.

7. PI: Audiovisual Speech Recognition: Data Collection and Feature Extraction in Automotive Environ-
ment. Motorola Communications Center RPS 19, 2002-2005.
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8. Co-PI: Development and Validation of An E-diary System for Assessing Physical Activity and Travel
Behaviors. Robert Wood Johnson Foundation, 2003-2004.

9. PI: Prosodic, Intonational, and Voice Quality Correlates of Disfluency. NSF IIS 04-14117, 2004-2007.

10. Co-PI: Automated Methods for Second-Language Fluency Assessment. University of Illinois Critical
Research Initiative, 2005-2007.

11. PI: Audiovisual Distinctive-Feature-Based Recognition of Dysarthric Speech. NSF IIS 05-34106, 2006-
2010.

12. PI: Description and Recognition of Audible and Visible Dysarthric Phonology, NIH, PHS 1 R21
DC008090A, 2006-2009.

13. PI: Rhythmic Organization of Durations for Automatic Speech Recognition. UIUC Research Board,
2005-6.

14. Co-PI: Cell Phone Annoyance Factors. QUALCOMM, Inc., 2005-7.

15. Co-PI: Audiovisual Emotional Speech AVATAR. Motorola Communications Center RPS 31, 2005-7.

16. Co-PI: DHB: Fluency and the Dynamics of Second Language Acquisition. NSF IIS 06-23805, 2006-10.

17. Co-PI: RI-Collaborative Research: Landmark-based robust speech recognition using prosody-guided
models of speech variability. NSF IIS 07-03624, 2007-12.

18. PI: RI Medium: Audio Diarization - Towards Comprehensive Description of Audio Events. NSF IIS
08-03219, 2008-10.

19. PI: FODAVA-Partner: Visualizing Audio for Anomaly Detection. NSF CCF 08-07329, 2008-13.

20. Co-PI: Opportunistic Sensing for Object and Activity Recognition from Multi-Modal, Multi-Platform
Data. ARO W911NF-09-1-0383, 2009-14.

21. PI: Multi-dialect phrase-based speech recognition and machine translation for Qatari broadcast TV.
Qatar National Research Fund NPRP 09-410-1-069, 2010-3.

22. Co-PI: CDI-Type II: Collaborative Research: Groupscope: Instrumenting Research on Interaction
Networks in Complex Social Contexts, NSF 0941268, 2010-4.

23. Co-PI: Speech Production Research Initiative, University of Illinois Graduate College Focal Point
Program, 2010-11

24. Faculty Mentor: FY 2011 Summer Undergraduate Research Fellowship SURF NIST Gaithersburg,
NIST COM 70NANB11H087, 2011

25. PI: Pseudo-intelligent mediators (“Robo-Buddies”) to improve communication between students with
and students without physical disabilities, Illinois Innovation Initiative (In3), 2012-4

26. Co-PI: Conversation Strategies for Students With and Students Without Physical Disabilities, Univer-
sity of Illinois Graduate College Focal Point Program, 2012-3

27. Co-PI: AHRQ R21-Hs022948, Collaborative Patient Portals:Computer-based Agents and Patients ’
Understanding of Numeric Health Information, 2014-6

28. LPI: QNRF NPRP 7-766-1-140, The Family as the Unit of Intervention for Speech-Generating Aug-
mentative/Assistive Communication, 2014-8

29. PI: Illinois Learning Sciences Design Initiative (ILSDI), University of Illinois. “Capturing. Transcrib-
ing. Searching. Analyzing. Adaptive: Learning in a curated classroom.” 2015-6

30. Co-PI: Institute for Infocomm Research (I2R), Agency for Science, Technology, Advancement and
Research (ASTAR), Singapore. “Mismatched Crowdsourcing for 80-Language Speech Recognition.”
2015-7

31. PI: Advanced Digital Sciences Center (ADSC), Singapore. “Noisy Channel Models for Massively
Multilingual Automatic Speech Recognition.” 2015-7

32. PI: NSF. “EAGER: Matching Non-Native Transcribers to the Distinctive Features of the Language
Transcribed.” 2015-8

33. Co-PI: DARPA LORELEI. “LanguageNet: Transfer Learning Across a Language Similarity Networks.”
2015-9

34. Co-PI: NSF IIS 19-10319. “RI: Small: Collaborative Research: Automatic Creation of New Phone
Inventories.” 07/2019-06/2022
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35. Co-I of Subaward from Duke University: NIH 1 R34 DA050256. “HEAL Consortium: Establishing
Innovative Approaches for the HEALthy Brain and Child Development Study.” 11/2019-10/2021

36. PI of Subaward from KAIST: Institute for Information & Communications Technology Promotion
(IITP), Korea. “Deep F-measure Maximization for Fairness in Speech Understanding.” 2020-2021

37. Co-PI: C3.ai Digital Transformation Institute. “Adding Audio-Visual Cues to Signs and Symptoms
for Triaging Suspected or Diagnosed COVID-19 Patients.” 6/2020-12/2021

38. Co-PI: Virtual Reality Visualization of Complex and Unstructured Data and Relationships, AFWERX,
1/2022-2/2022

39. PI: NSF FAI: A New Paradigm for the Evaluation and Training of Inclusive Automatic Speech Recog-
nition, 2/2022-2/2025

40. Co-PI: Virtual Reality Visualization of Complex and Unstructured Data and Relationships, AFWERX,
10/2022-6/2023

41. PI: Nova Habilitas: Speech Accessibility Project. Amazon, Apple, Google, Meta and Microsoft, 9/2022-
8/2024

Book Chapters

[1] Andrew Rosenberg and Mark Hasegawa-Johnson. Automatic prosody labeling and assessment. In Carlos
Gussenhoven and Aoju Chen, editors, Oxford Handbook of Language Prosody, pages 646–656. Oxford
University Press, 2021.

[2] Ken Chen, Mark Hasegawa-Johnson, and Jennifer Cole. A factored language model for prosody-
dependent speech recognition. In Michael Grimm and Kristian Kroschel, editors, Robust Speech Recog-
nition and Understanding, pages 319–332. INTECH Publishing, 2007.

[3] Mark Hasegawa-Johnson and Abeer Alwan. Speech coding: Fundamentals and applications. In J. Proakis,
editor, Wiley Encyclopedia of Telecommunications and Signal Processing. Wiley and Sons, NY, December
2002.

Conference Papers

[1] Kai Chieh Chang, Mark Hasegawa-Johnson, Nancy L. McElwain, and Bashima Islam. Classification
of infant sleep/wake states: Cross-attention among large scale pretrained transformer networks using
audio, ECG, and IMU data. In APSIPA ASC, 11 2023.

[2] Wonjune Kang, Mark Hasegawa-Johnson, and Deb Roy. End-to-end zero-shot voice conversion with
location-variable convolutions. In Interspeech, 2023.

[3] Jialu Li, Mark Hasegawa-Johnson, and Nancy McElwain. Towards robust family-infant audio analysis
based on unsupervised pretraining of wav2vec 2.0 on large-scale unlabeled family audio. In Interspeech,
2023.

[4] Liming Wang, Mark Hasegawa-Johnson, and Chang D. Yoo. A theory of unsupervised speech recog-
nition. In ACL, 7 2023.

[5] Liming Wang, Junrui Ni, Heting Gao, Jialu Li, Kai Chieh Chang, Xulin Fan, Junkai Wu, Mark
Hasegawa-Johnson, and Chang D. Yoo. Speak and decipher and sign: Toward unsupervised speech-
to-sign language recognition. In Findings of ACL, 7 2023.

[6] Zhongweiyang Xu, Xulin Fan, and Mark Hasegawa-Johnson. Dual-path cross-modal attention for
better audio-visual speech extraction. In Proceedings of ICASSP, 2023. Recognized as one of the top
3% of papers at the conference.

[7] Eunseop Yoon, Hee Suk Yoon, Dhananjaya Gowda, SooHwan Eom, Daehyeok Kim, John Harvill,
Heting Gao, Mark Hasegawa-Johnson, Chanwoo Kim, and Chang D. Yoo. Mitigating the exposure
bias in sentence-level grapheme-to-phoneme (G2P) transduction. In Interspeech, 2023.
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[8] Wanyue Zhai and Mark Hasegawa-Johnson. Wav2ToBI: a new approach to automatic ToBI transcrip-
tion. In Interspeech, 2023.

[9] Chak Ho Chan, Kaizhi Qian, Yang Zhang, and Mark Hasegawa-Johnson. Speechsplit2.0: Unsupervised
speech disentanglement for voice conversion without tuning autoencoder bottlenecks. In ICASSP, pages
6332–6336, 2022.

[10] Heting Gao, Junrui Ni, Kaizhi Qian, Yang Zhang, Shiyu Chang, and Mark Hasegawa-Johnson.
WavPrompt: Towards Few-Shot Spoken Language Understanding with Frozen Language Models. In
Proc. Interspeech 2022, pages 2738–2742, 2022.

[11] John Harvill, Roxana Girju, and Mark Hasegawa-Johnson. Syn2Vec: Synset colexification graphs for
lexical semantic similarity. In Proc. NAACL, page 5259–5270, 2022.

[12] John Harvill, Mark Hasegawa-Johnson, and Chang D. Yoo. Frame-Level Stutter Detection. In Proc.
Interspeech 2022, pages 2843–2847, 2022.

[13] John Harvill, Yash Wani, Narendra Ahuja, Mark Hasegawa-Johnson, David Chestek, Mustafa Alam,
and David Beiser. Estimation of respiratory rate from breathing audio. In 44th Annual International
Conference of the IEEE Engineering in Medicine and Biology Society, 2022.

[14] Mahir Morshed and Mark Hasegawa-Johnson. Cross-lingual articulatory feature information transfer
for speech recognition using recurrent progressive neural networks. In Proc. Interspeech 2022, pages
2298–2302, 2022.

[15] Junrui Ni, Liming Wang, Heting Gao, Kaizhi Qian, Yang Zhang, Shiyu Chang, and Mark Hasegawa-
Johnson. Unsupervised Text-to-Speech Synthesis by Unsupervised Automatic Speech Recognition. In
Proc. Interspeech 2022, pages 461–465, 2022.

[16] Leda Sarı, Mark Hasegawa-Johnson, and Samuel Thomas. Auxiliary networks for joint speaker adapta-
tion and speaker change detection. In IEEE Transactions on Audio, Speech, and Language, volume 29,
pages 324–333, 2022.

[17] Liming Wang, Siyuan Feng, Mark A. Hasegawa-Johnson, and Chang D. Yoo. Self-supervised semantic-
driven phoneme discovery for zero-resource speech recognition. In ACL, page 8027–8047, 5 2022.

[18] Raymond Yeh, Mark Hasegawa-Johnson, and Alexander Schwing. Equivariance discovery by learned
parameter-sharing. In AISTATS, 2022.

[19] Hee Suk Yoon, Eunseop Yoon, John Harvill, Sunjae Yoon, Mark Hasegawa-Johnson, and Chang D.
Yoo. SMSMix: Sense maintained sentence mixup for word sense disambiguation. In EMNLP, page
1493–1502, 12 2022.

[20] Siyuan Feng, Piotr Żelasko, Laureano Moro-Velázquez, Ali Abavisani, Mark Hasegawa-Johnson, Odette
Scharenborg, and Najim Dehak. How phonotactics affect multilingual and zero-shot asr performance.
In Proc. ICASSP, pages 7238–7242, 2021.

[21] Heting Gao, Junrui Ni, Yang Zhang, Kaizhi Qian, Shiyu Chang, and Mark Hasegawa-Johnson. Zero-
shot cross-lingual phonetic recognition with external language embedding. In Proc. Interspeech, pages
1304–1308, 2021.

[22] John Harvill, Dias Issa, Mark Hasegawa-Johnson, and Changdong Yoo. Synthesis of new words for
improved dysarthric speech recognition on an expanded vocabulary. In Proc. ICASSP, pages 6428–
6432, 2021.

[23] John Harvill, Yash R. Wani, Mark Hasegawa-Johnson, Narendra Ahuja, David Beiser, and David
Chestek. Classification of COVID-19 from Cough Using Autoregressive Predictive Coding Pretraining
and Spectral Data Augmentation. In Proc. Interspeech, pages 926–930, 2021.
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[24] Kaizhi Qian, Yang Zhang, Shiyu Chang, Chuang Gan, David D. Cox, Mark Hasegawa-Johnson, and
Jinjun Xiong. Global rhythm style transfer without text transcriptions. In ICML, 2021.

[25] Kiran Ramnath, Leda Sarı, Mark Hasegawa-Johnson, and Chang Yoo. Worldly wise (wow) - cross-
lingual knowledge fusion for fact-based visual spoken-question answering. In Proc. NAACL, page
1908–1919, 2021.

[26] Hui Shi, Yang Zhang, Hao Wu, Shiyu Chang, Kaizhi Qian, Mark Hasegawa-Johnson, and Jishen Zhao.
Continuous cnn for nonuniform time series. In Proc. ICASSP, 2021.

[27] Liming Wang, Xinsheng Wang, Mark Hasegawa-Johnson, Odette Scharenborg, and Najim Dehak.
Align or attend? toward more efficient and accurate spoken word discovery using speech-to-image
retrieval. In Proc. ICASSP, 2021.

[28] Xinsheng Wang, Siyuan Feng, Jihua Zhu, Mark Hasegawa-Johnson, and Odette Scharenborg. Show
and speak: Directly synthesize spoken description of images. In Proc. ICASSP, 2021.

[29] Zhonghao Wang, Mo Yu, Kai Wang, Jinjun Xiaong, Wen mei Hwu, Mark Hasegawa-Johnson, and
Humphrey Shi. Interpretable visual reasoning via induced symbolic space. In ICCV, pages 1878–1887,
2021.

[30] Junzhe Zhu, Mark Hasegawa-Johnson, and Nancy McElwain. A comparison study on infant-parent
voice diarization. In Proc. ICASSP, pages 7178–7182, 2021.

[31] Junzhe Zhu, Raymond Yeh, and Mark Hasegawa-Johnson. Multi-decoder dprnn: Source separation
for variable number of speakers. In Proc. ICASSP, pages 3420–3424, 2021.

[32] Ali Abavisani and Mark Hasegawa-Johnson. Automatic estimation of inteligibility measure for conso-
nants in speech. In Proc. Interspeech, pages 1161–1165, 2020.

[33] Mark Hasegawa-Johnson. Multimodal distant supervision. In NeurIPS Workshop on Self-Supervised
Learning for Speech and Audio, 2020.

[34] Jialu Li and Mark Hasegawa-Johnson. Autosegmental neural nets: Should phones and tones be syn-
chronous or asynchronous? In Proc. Interspeech, pages 1027–1031, 2020.

[35] Daniel Morrow, Renato F.L. Azevedo, Leda Sari, Kuangxiao Gu, Tarek Sakakini, Mark Hasegawa-
Johnson, Suma Bhat, James Graumlich, Thomas Huang, Andrew Hariharan, Yunxin Shao, and Eliz-
abeth Cox. Closing the loop in computer agent/patient communication. In Proceedings of the 2020
Human Factors and Ergonomics Society Annual Meeting, Chicago, IL, 2020.

[36] Kaizhi Qian, Zeyu Jin, Mark Hasegawa-Johnson, and Gautham Mysore. F0-consistent many-to-many
non-parallel voice conversion via conditional autoencoder. In Proc. ICASSP, pages 6284–6288, 2020.

[37] Kaizhi Qian, Yang Zhang, Shiyu Chang, Mark Hasegawa-Johnson, and David Cox. Unsupervised
speech decomposition via triple information bottleneck. In Proc. International Conference on Machine
Learning (ICML), volume 119, pages 7836–7846, 2020.

[38] Tarek Sakakini, Jong Yoon Lee, Aditya Srinivasa, Renato Azevedo, Victor Sadauskas, Kuangxiao
Gu, Suma Bhat, Dan Morrow, James Graumlich, Saqib Walayat, Mark Hasegawa-Johnson, Donald
Wilpern, and Ann Willemsen-Dunlap. Automatic text simplification of health materials in low-resource
domains. In LOUHI: 11th International Workshop on Health Text Mining and Information Analysis,
2020.

[39] Leda Sarıand Mark Hasegawa-Johnson. Deep F-Measure Maximization for End-to-End Speech Under-
standing. In Proc. Interspeech, pages 1580–1584, 2020.

[40] Leda Sarı, Samuel Thomas, and Mark Hasegawa-Johnson. Training spoken language understanding
systems with non-parallel speech and text. In Proc. ICASSP, pages 8109–8113, 2020.
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[41] Justin van der Hout, Mark Hasegawa-Johnson, and Odette Scharenborg. Evaluating automatically
generated phoneme captions for images. In Proc. Interspeech, pages 2317–2321, 2020.

[42] Liming Wang and Mark Hasegawa-Johnson. A DNN-HMM-DNN Hybrid Model for Discovering Word-
Like Units from Spoken Captions and Image Regions. In Proc. Interspeech, pages 1456–1460, 2020.

[43] Junzhe Zhu, Mark Hasegawa-Johnson, and Leda Sari. Identify speakers in cocktail parties with end-
to-end attention. In Proc. Interspeech, pages 3092–3096, 2020.

[44] Piotr Żelasko, Laureano Moro-Velázquez, Mark Hasegawa-Johnson, Odette Scharenborg, and Najim
Dehak. That Sounds Familiar: An Analysis of Phonetic Representations Transfer Across Languages.
In Proc. Interspeech 2020, pages 3705–3709, 2020.

[45] Renato F.L. Azevedo, Dan Morrow, Kuangxiao Gu, Thomas Huang, Mark Hasegawa-Johnson, P. Soni,
S. Tang, Tarek Sakakini, Suma Bhat, Ann Willemsen-Dunlap, and James Graumlich. The influence
of computer agent characteristics on user preferences in health contexts. In Proceedings of the 2019
Human Factors and Ergonomics Society Health Care Symposium, 2019.
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[37] İ. Yücel Ozbek, Mark Hasegawa-Johnson, and Mübeccel Demirekler. Estimation of articulatory tra-
jectories based on gaussian mixture model (gmm) with audio-visual information fusion and dynamic
kalman smoothing. IEEE Transactions on Audio, Speech, and Language, 19(5):1180–1195, 2011.
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[2] Karen Livescu, Özgür Çetin, Mark Hasegawa-Johnson, Simon King, Chris Bartels, Nash Borges, Arthur
Kantor, Partha Lal, Lisa Yung, Ari Bezman, Stephen Dawson-Hagerty, Bronwyn Woods, Joe Frankel,
Mathew Magimai-Doss, and Kate Saenko. Articulatory-feature-based methods for acoustic and audio-
visual speech recognition: 2006 jhu summer workshop final report. Technical Report WS06, Johns
Hopkins Center for Language and Speech Processing, 2007.

[3] Mark Hasegawa-Johnson, James Baker, Steven Greenberg, Katrin Kirchhoff, Jennifer Muller, Kemal
Sonmez, Sarah Borys, Ken Chen, Amit Juneja, Katrin Kirchhoff, Karen Livescu, Srividya Mohan, Emily
Coogan, and Tianyu Wang. Landmark-based speech recognition: Report of the 2004 johns hopkins
summer workshop. Technical Report WS04, Johns Hopkins Center for Language and Speech Processing,
2005.

33


